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Abstract

We consider an in.nite sequence X1; X2; : : : of independent random variables having a common continuous
distribution function F(x). For 16 i6 n, let {Xi:n} denote the ith order statistic among X1; : : : ; Xn. In this
paper, we characterize the distributions for which the regression E((X1:n + · · · + Xn:n)=n|Xk:n = x) is a linear
function of x.
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1. Introduction

Let X1; X2; : : : ; Xn be independent random variables with a common continuous cumulative distri-
bution function (c.d.f.) F(x) and a probability density function f(x). Let X1:n6X2:n6 · · ·6Xn:n be
the corresponding order statistics. Characterizations of F based on the properties of certain regression
functions associated with order statistics have been discussed by many authors. The main problem
considered in this area is to characterize the distributions for which the relation

E(g(X1:n; : : : ; Xn:n)|Xk:n) = h(Xk:n) (1)

holds for some functions g :Rn → R and h :R→ R and .xed k ∈{1; 2; : : : ; n}. Unfortunately, there is
no solution for this problem in this general case. However, many characterizations were established
in some special cases by choosing in di@erent ways the functions g and h.
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Ferguson (1967) was the .rst author who treated this problem with g(x1; : : : ; xn)=xk−1 and h(x)=
ax + b, for continuous distributions. The corresponding case for discrete distributions was discussed
by Nagaraja (1988). Wesolowsky and Ahsanullah (1997) recently obtained characterizations of the
exponential, power and Pareto distributions by considering this problem with g(x1; : : : ; xn)=xk+2, for
some k ∈{1; : : : ; n−2} and h(x)=ax+b. A general case with h(x) that is not necessarily linear was
considered by Bairamov and Balakrishnan (2001). We refer to Johnson et al. (1994) and Arnold
et al. (1992) for recent surveys on this problem and references to pertinent literature.

In this paper, introducing the quantile function G(x) such that F(G(x)) = x; 0¡ x ¡ 1, we study
the case when

g(x1; x2; : : : ; xn) =
x1 + x2 + · · ·+ xn

n
and h(x) = x:

We characterize a general family of distributions with quantile function

G(x; �; c; d) =
c(x − �)

�(1− �)(1− x)�x1−� + d; 0¡ x ¡ 1; 0¡ � ¡ 1; c ¿ 0; −∞¡ d ¡∞

for which condition (1) holds. We will also discuss some simple properties of this family of
distributions.

2. A characterization by linearity of regression

Suppose that E(X1) exists and

’k:n(x) = E
(

Sn

n
|Xk:n = x

)
= E

(
X1:n + · · ·+ Xn:n

n
|Xk:n = x

)
:

Theorem. The following statements are equivalent:

(1) For some k, the regression function ’k:n(x) satis;es almost surely the relation

’k:n(x) = x;

(2) The distribution F is given by the quantile function

G(x; �; c; d) = c G(x; �; 1; 0) + d;

where c(c ¿ 0) and d(−∞¡ d ¡∞) are some constants, 0¡ � ¡ 1, and

G(x; �; 1; 0) =
x − �

�(1− �)(1− x)�x1−� ; 0¡ x ¡ 1:

Proof. To show that (1) implies (2) we use the following Lemma:

Lemma ([1, p. 23]): If F is continuous, then the conditional joint distribution of X1:n; X2:n; : : : ; Xk−1:n,
given Xk:n = x, is identical to the joint distribution of the order statistics Y x

1:k−1; : : : ; Y
x
k−1:k−1 from
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a random sample of size k − 1 with c.d.f. Hx(u) having the form

Hx(u) =




F(u)
F(x)

; u ¡ x;

1; u¿ x;

the conditional joint distribution of Xk+1:n; Xk+2:n; : : : ; Xn:n, given Xk:n = x, is identical to the joint
distribution of the order statistics Zx

1:n−k ; : : : ; Zx
n−k:n−k from a random sample of size n − k with

c.d.f. Rx(v) having the form

Rx(v) =




F(v)− F(x)
1− F(x)

; v ¿ x;

0; v6 x:

Using the above Lemma, we can write

E(X1:n + · · ·+ Xk−1:n|Xk:n = x) =E(Y x
1:k−1 + · · ·+ Y x

k−1:k−1)

= (k − 1)EY x
1 =

k − 1
F(x)

∫ x

−∞
u dF(u) (2)

and

E(Xk+1:n + · · ·+ Xn:n|Xk:n = x) =E(Zx
1:n−k + · · ·+ Zx

n−k:n−k)

= (n − k)EZx
1 =

n − k
1− F(x)

∫ ∞

x
u dF(u): (3)

From (2) and (3), we readily obtain

E(X1:n + · · ·+ Xn:n|Xk:n = x) =
k − 1
F(x)

∫ x

−∞
u dF(u) + x +

n − k
1− F(x)

∫ ∞

x
u dF(u):

Consequently,

’k:n(x) =E
(

X1:n + · · ·+ Xn:n

n

∣∣∣∣Xk:n = x
)

=
x
n
+

k − 1
nF(x)

∫ x

−∞
u dF(u) +

n − k
n(1− F(x))

∫ ∞

x
u dF(u): (4)

Assuming the existence of EX1, we have

lim
u→−∞ uF(u) = 0 and lim

u→∞ u(1− F(u)) = 0;
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and so integration by parts in (4) yields

’k:n(x) =
x
n
+

k − 1
nF(x)

{
xF(x)−

∫ x

−∞
F(u) du

}

+
n − k

n(1− F(x))

{
x(1− F(x)) +

∫ ∞

x
(1− F(u)) du

}

= x − k − 1
nF(x)

∫ x

−∞
F(u) du +

n − k
n(1− F(x))

∫ ∞

x
(1− F(u)) du;

which means that ’k:n(x) = x if and only if

(k − 1)(1− F(x))
∫ x

−∞
F(u) du = (n − k)F(x)

∫ ∞

x
(1− F(u)) du: (5)

Let � = (k − 1)=(n − k), I1(x) =
∫∞

x (1 − F(u)) du and I2(x) =
∫ x
−∞ F(u) du. Then from (5),

we have

−�I
′
1(x)I2(x) = I1(x)I ′2(x)

from which we can obtain

−� ln I1(x) = ln I2(x) + c:

This in turn yields∫ x

−∞
F(u) du

(∫ ∞

x
(1− F(u)) du

)�

= c

or ∫ x

−∞
F(u) du =

c
(
∫∞

x (1− F(u)) du)�
: (6)

Di@erentiating (6) with respect to x, we obtain

F(x) =
c�(1− F(x))

(
∫∞

x (1− F(u)) du)�+1
;

or equivalently∫ ∞

x
(1− F(u)) du =

(
c
(1− F(x))

F(x)

)1=(�+1)

= c
(

1
F(x)

− 1
)1=(�+1)

:

Di@erentiation of both sides of this equality gives

−(1− F(x)) = c
(

1
F(x)

− 1
)(1=(�+1))−1 (

− f(x)
F2(x)

)
;

which can be rewritten as

(1− F(x))(n+k−2)=(n−1)F(x)(2n−k−1)=(n−1) = cf(x); c ¿ 0: (7)
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Introducing now the quantile function G(x), (7) can be expressed as

(1− x)(n+k−2)=(n−1)x(2n−k−1)=(n−1) = cf(G(x)): (8)

Since G′(x) = 1=f(G(x)), we .nd from (8) that

G′(x) =
c

(1− x)(n+k−2)=(n−1)x(2n−k−1)=(n−1) ; c ¿ 0: (9)

Note that G(1) =∞ and G(0) =−∞, since G(·) is a quantile function. Now substituting � = (k −
1)=(n − 1) in (9), it is not diKcult to see that for 0¡ x ¡ 1

G(x) = G(x; �; c; d) = c
∫ x

�

du
(1− u)1+�u2−� + d

=
c(x − �)

�(1− �)(1− x)�x1−� + d; c ¿ 0; 0¡ � ¡ 1; −∞¡ d ¡∞:

Next, looking at the steps above, it can be easily checked that (2) implies (1). Hence, the theorem
is proved.

3. Some remarks on the family of distributions

Note that n = 2k − 1 in (7) yields

(1− F(x))3=2F(x)3=2 = cf(x); c ¿ 0;

which is the case considered recently by Nevzorov et al. (2003). This case of � = 1
2 corresponds to

the Student’s t distribution with 2 degrees of freedom (t2), as mentioned by these authors.
It is easy to show that E(X ) =

∫ 1
0 G(x) dx = d and P{X ¡ d} = �, since G(�) = d. Further, the

tails of this family of distributions have the following asymptotic behavior:

1− F(x) ∼ c′x−1=� as x → ∞;

and

F(x) ∼ −c′′x−1=(1−�) as x → −∞:

We plotted the function G(x) for some values of �, and these plots show that the family of distribu-
tions can approximate a number of common distributions like Tukey lambda, Cauchy and Gumbel
(for the maximum).
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